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= 4-year IP project started in June 2006 in the FP6
framework

= 30 M€ budget, 14.2 M€ EC grant
= 19 partners
* From 7 European countries & China

Enabling Linux
for the Grid
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 forthe Grid

Design & implementation of an open source
Linux-based Grid Operating System with native
VO support

= Two fundamental properties: transparency &
scalability

* Bring the Grid to standard users

= Scale with the number of entities and adapt to evolving
system composition
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Ease of use ] %

= Do not want to care with Grid issues
= \Want to work with familiar interfaces

= \WWant to use their non Grid-aware legacy applications

= Simple login as a Grid user in a VO
Secure and reliable application/service execution I i

High performance

Ubiquitous access to services, applications & data
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. Enabling Linux
for the Grid

= Site administrators i
» Ease of management Site gdmin
= Autonomous management of local resourcés\
= Should not be impacted by every single change in a VO

= VO administrators
= Ease of management i
= Flexibility in VO policies VO/AQ“‘” i

= Accounting VO Admin

/\
=]




= Ease of development of Grid applications
» Reuse existing code

= Stable API

= Conformance to standard API
= Familiar API| Posix
» Grid application standards
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. Application

Set of integrated services
(user account, process, file,
memory segment,

sockets, access rights)

Operating System

H O

Hardware

Single computer
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Why a Grid Operating System?
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Globus Toolkit® version 4 (GT4)

: Core GT Component: putlic interfaces frozen between incremental releases; best effort suppon

! Community
| Scheduler
| Framework
- e e - -
" “Grid | Giaues
! Telecontrol | | WebMDS | ! Wl swCom"
| Protocol ! e
] C
] WOrkspace
; Management SR WS Core
= 4
Resource Java WS
Allocation & g WS Core Components
Management
Alocation s |+ DiScovery Libraries Componenis
Management | * (MDS2)
eXtensible
10
(X10)
Execution Information Common
Management  Services Runtime

I Contrioution/Tech Preview: pubdlic interfaces may change between incremental releases

2 Deprecated Compeonent: not supported; will be dropped in a future release
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= Scale

= Thousands of nodes in thousands sites in a wide area
infrastructure

= Thousands of users

= Consequences of scale

= Heterogeneity
» Node hardware & software configuration
= Network performance

= Multiple administrative domains
» High churn of nodes

=]
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= Scalability with the number of entities & their geographical
distribution

* Avoid contention points & save network bandwidth (performance)
= Run over multiple administrative domains (security)

= Adaptation to evolving system composition (dynamicity)
= Run with partial vision of the system
» Self-managed services
» Transparent service migration
= Critical services highly available
» No single point of failure

] T -
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= Bring the Grid to standard Linux users

* Feeling to work with a Linux machine
» Standard way of launching applications
» ps command to check status of own jobs
= No limit on the kind of applications supported
» Interactive applications
= Grid-aware user sessions
» Grid-aware shell taking care of Grid related issues
= VO can be built to isolate or share resources

» Parameter defined by VO administrator

] T - I
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Appll

Make Grid executions transparent
= Hierarchy of jobs in the same way as Unix process hierarchy
» Same system calls: wait for a job, send signals to a job
* Processes in a job treated as threads in a Unix process
Files stored in XtreemFS Grid file system
» Posix interface and semantics to access files regardless of their location

= Transparent fault tolerance to applications

= Clusters transparent to applications
» Single System Image

] T -
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,,,,,.,..,f-—»—":fﬁé'aing Linux
. for the Grid

A comprehensive set of cooperating system
services

providing a stable interface

for a wide-area dynamic distributed
infrastructure

composed of heterogeneous resources

spanning multiple administrative domains
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A XtreemOS Grid OS

VO

Application Management
SeeL T Data XtreemOS-G
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AuthN
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Isolation

SecComm XtreemOS-F

Linux SSI Embedded
Linux
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-~ Organization 1

VOB

O O

AVA
9Q

Site admin

/N

WAN

Organization 1

Site admin

/\

VO Admin

/\

VO A

L
P

Organization 3

Siteadmin | \/O Admin
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Organization 2

\
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Site admin
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= Secure VO management & application execution
» Grid user and service mutual authentication

» Confidentiality and integrity of stored and
communicated data

= Authorized access to data, services, resources

* |solation
= Accountability of data access and service execution

] e T -
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for the Grid ‘

= Scalability of management of dynamic VOs
= VO-centric security architecture
* Dynamic mapping between Grid VO users & Linux entities
with no modification to Linux kernel
= No centralized Grid wide data base, no grid map file needed
* Flexible administration of VOs
= Multiple VO models supported (on-going research)
» Hierarchical policy management (VO, resource, user)
= Accountability of data access and service execution (on-
going)
= Interoperability with third party security infrastructures

= Kerberos, LDAP, Shibboleth...
= Single-Sign-On

] T -



Register

Manage resources
VO lifecycle
Manage .
Manage Node policies
users
Manage
relationships
with VOs
VO Admin
Manage
resources

Manage
VO policies
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= Policies specified by a VO finally checked & ensured at resource
nodes by the local instance of the OS

= Standard Linux unaware of VOs

» |solation & access control mainly rely on user accounts, process id,
file permission bits

= What is needed for Linux OS to be able to enforce VO policies

= OS kernel should deal with VO & VO users identities

= |dentity information should be exploited in standard access control
mechanisms

» Linux OS should supply identity information to Grid level services
(XtreemFS, AEM)

= NO modification of Linux kernel

= Mapping of VO level identities & policies into local ones fully
recognized by Linux
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VO-customizable, dynamic mapping of Grid users onto local accounts

» |ntegration of Grid user management into Linux using

» Pluggable Authentication Modules (PAM)
= Multiple low level authentication technologies into a common high level API

= Name Service Switch (NSS)
Interfacing with the Grid authentication services
= Development of PAM modules to accommodate multiple VO models
= Authentication, authorization, session management
User space credential translation
= NS-Switch
Access control & logging
= Caching of authentication data related to a process within the kernel

] T -
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= VO services managing

= VO lifecycle (VO creation, evolution, termination)
= VO members: users, resources, their membership in VOs

= Security services managing

» Credentials (e.g. identity and attribute credentials)
= Policies (e.g. VO and node level rules/policies)

] T -
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= VO and security services are operated in two
scopes:

= Node scope services (aka. node services): deal with the requests
from a single Linux box

» Global scope services (aka. global services): deal with the requests
from multiple Linux boxes

= All VO and security services can serve more than
one VO.

| D=law L e o
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X-VOMS

» VO database management system, containing details of users' VO membership
and VO attributes (e.g. VO groups they belong to);

CDA: Credential Distribution Authority

= provides users with XOS-Certificates

= contain their public key and VO attributes,

= used to authenticate user and check their authorisation.
RCA: Resource Certification Authority

= provides machines with a certified list of the resources (CPU, RAM etc) they
can provide for use in AEM resource allocation

VOPS: VO Policy Service

= allows flexible selection of nodes during AEM resource matching according to
VO-defined policies

VOLife
= a web application providing a convenient front-end to the services above,

= allowing initial registration of users, creating of VOs and allocation of users to
VOs
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= PAM (Pluggable Authentication Module extensions)/XOS-SSH
(XtreemOS Secure Shell)

» Certificate-based authentication recognizing VO attributes
= Name Switch Service (NSS extensions)

= Supporting bi-directional mapping between Global User |IDentity
(GUID) and local user identity (UID)

= AMS (Account Mapping Service)
= Dynamic (and session-based) account creation/deletion
= KKRS (Kernel Key Retention Service)

= Allows key pairs, authentication tokens, user mappings, to be cached
in the kernel for use of file systems and other kernel services.

= NLPS (Node-level Policy Service)

= Allows resource owners to specify how their Linux boxes should be
exploited

] T -
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VO%er
/\

Resource

VO-centric Security Architecture

N

/

a N
AEM Credential |dentity service (IS)
D:trtlﬁut_l:)n Attribute service (AS)
X0S-Cert %DCX' y _
XtreemES (CDA) VO membership (X-VOMS)
\ / VO policy Accounting _
: : VO Admin
service (VOPS) Service (ACS)
/ PAM \ VO scope
module / \
MapAp?r::go uSnetwice NSO
(AMS) Certification Authority (RCA)
Node Level Policy
Service K /
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4. Authentication

. Cert request ‘I

3. XOS-Cert
stored in key
retention service

2. X0S-Cert w

— Previous steps
----2 Information request

e e e ——————
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= Maximum transparency

» Grid unaware applications & tools can be used without being modified or
recompiled

Integration of Grid level authentication with system level
authentication

= Creation of dynamic on-the-fly mappings for Grid users in a clean &
scalable way

» No centralized Grid wide data base
Grid user mappings invisible to local users

VO are easier to setup and manage

= No grid map file needed
» User management does not necessitate any resource reconfiguration

] T -
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How to find 5 nodes Opteron,
with 4 Go of RAM and at
least 200 Mo of free disk
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= Objectives

= Start, monitor, control applications

» Discover, select, allocate resources to applications
= Features

= No assumption on local node RMS
= AEM can be used without any batch system

Job “self-scheduling”
= No global job scheduler

= Resource discovery based on overlay networks
Unix-like job control

= Accurate and flexible monitoring of job execution
Checkpointing service for grid jobs

o T -



ol AEM Architecture
Description
(JSDL)
— VO scope
Client node
B XOSD \
9 IS Job Manager o Job Directory
e g gl 4 (JobID,
. £ || |Execution Manager| |E @JobOwner...)
Client |g |5§| \ J |5
A || . O
Resource Manager
i ) ’ Resource
Matching
SEDA concept
c Job Manager g |s Job Manager c Resource
P SEREP |8 Selection
Reso.ur?e é kExecution Manager) E é kExecution ManagerJ é K Service /
Description |§| § g E L |E
(GLUE) | [©| |Resource Manager| |9 |©| |Resource Manager| [© Distributed
] \ i i i Services

Pacniirra 1 Pacniirra 2
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~ Enabling Linux
for the Grid

Resource discovery protocol on
overlay networks to search resources

: . o Resource
matching static criteria

Selection

» multi-criteria queries Service
* range of values queries
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= XpS

= Send signals to a job

= To all its processes
= Eg. Kill

= Graceful job termination
= Exit and wait job

S ) N T e S .



Enabling Linux
for the Grid

0S )\ Job Control: xps
—_

» ./runclient localhost 9090
mykey.pem mycert.pem
»xsub kmines.jsdl -c

mycert.pem
Job submitted succesfully: 53c92b29-
9a58-4620-b7ab-2dc6d363de35

>xps —j 53c92b29-9a58-46

b7ab-2dcod363de35 —-c

>Xps -] 53c92b29-9a58-4620
b7ab-2dcod363de35 -c

mycert.pem

JOB ID - COMMAND - JOB STATE * RESOURCE

ADDR:PORT

+ PID - USER TIME - SYS TIME - PROC STATE
53c92b29-9a58-4620-b7ab-2dc6d363de35 - Resource
/usr/games/kmines - Done Selection
95f6ad50-b918-4b71-8795-18ab78efe67a -office - (static properties)
LocalSubmited * 84.88.50.104:60000

1cpu-node

+ 9164 - 00:01.29 - 00:00.13 — S -y

L4 A A AAAE=A



XtreemOS N\
et |

= Automatically provide information associated to
jobs

= Provide mechanisms to limit the type and
granularity of information collected

= Provide mechanisms to add new information

= Provide mechanisms to be notified when certain
monitoring events occur (callbacks)

N
/ * *
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= Goal: checkpointing and restart for grid jobs
» Fault tolerance
= Migration (scheduling / load balancing)

N R ————
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Job checkpointer ’

Job Unit Checkpointer Job Unit Checkpointer

Common Kernel Checkpointer API

( including translation library per kernel checkpointer)

Kernel Checkpointer Kernel Checkpointer
LinuxSSI-XO0S ' Linux-X0OS

Linux SSI Cluster Linux PC
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= Checkpointing protocols for Grid applications
» Coordinated checkpointing
= O2P protocol (optimistic message logging protocol)

= Kernel checkpointers

» BLCR & Kerrighed checkpointer
» Adapted for Grid usage (callbacks)
= Steps for applications running on several Grid nodes

= Kerrighed checkpointer
» Message-passing based parallel applications

» Monitoring the evolution of Linux kernel
= cgroups, containers, name spaces

= Security issues
= Checkpoint storage

] T -



= Resource reservation & co-allocation
* Interface for workflow engine
= Monitoring & accounting

I Y -
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= DIXI (Dlstributed Xtreemos Infrastructure)
» SEDA based AEM Infrastructure
» Used to develop HIGHLY DISTRIBUTED Services

= Provides communication layer abstraction, where services do not handle the sessions or

connections )
= Exception h @XOSDSERVICE

= XATI (Xtreem( publicielass Joang extends Abstract2w‘ayStage {

= Automatic g
=  Support for
» Fundament:

» Coding ]
» Redunc @XOSDXATI (returntype = "'Strlng")

Publ e SErd Resarc OGS R e SpSEHTEMie:
Boolean startdJob) {

private Hashtable<String, XJob> jobsList;

réturn job.gétJobId();

" } L

] e T -




2. Requests
certificates

T A
w e
3. Gives the X0OS
Certificate

VOLife

Stores VO, User and
Resource data

1. Registers to

VOLife
8. Verifies 9. Resources
4. . resources are OK
oA

5. Submits
the job . Job

User

-

6. Needs
Registered resources resources 10. Sends
% jop | thejob
- 7. Selected

E— resources .

Chosen

Site resource

Admin Authentication

Authorization

Credential
Distribution
Authority

13. Retrieves
and saves
user files

11. Checks the
XOS certificate

Job

>

12. Runs
the job
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= XtreemOS project

= XtreemOS vision

= VO & security management
= Demo VO & security

= Job Management

= Data management

= Demo user session

= Infrastructure for scalable & highly available services
= XtreemOS API

= XtreemOS flavours

= Concluding remarks
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= XtreemFS Grid file system
= Persistent data

= Oject Sharing System (OSS)
» Shared objects in memory

I ) S T . |
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m  \WAN links Virtual Organization

© site (LAN) Company C

Organization B

Organization B

Organization A

Client

XtreemFS Federation

=]
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e - Enabling Linux
/e for the Grid

» federation: clusters can join/leave/falil

- no centralized services at an organization
« connected over the Internet

- complex failure cases (like network splits)

- no control over hardware

« Spanning administration domains

- cross-organization authentication

- virtual organization (VO) support necessary
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BostonGee
stenderBocsr-|
filename
XtreemFS url
XtreemFS filelD
object type
owner

Zroup

read-only

XtreemFS replica list
list version
replica 1 policy
replica 1 0SDs

a;

o

Transfer rate read kB/s (blue), write kB/s (red)

stenderBocsr-pcZ4:~/xtreemfs/demo> ls

video.avi XtreemFS-0.9.0.iso

Y/xtreemfs/demod> xtfs_stat XtreemFS-0.9.0.iso

XtreemFS-0.9.0.is0

D)

http://localhost :32636/xtreemfs/demo/XtreemFS-0.9.0.1is0

0004760EDB989891BD4774E2 : 396165

= \What is XtreemFS?

P

o

request rate reads/s (blue), write /s (red)

o0y

o
Disk Usage, Memory Usage

Load (green), Memory Usage in Percent (blug)

regular file | ]
bjko
users
false
S8y
1 XTREEMFS
RAIDO,512kb,2
[http://01.xt
System ' UUID Mappings | Time Synchronization
C'mtp:rlouneenhnm::zs: -m 101 u
working working working
m] m] . mﬂ] . "
o__ ol— o
ctri> | ctri> | ctrl>
— 11FA0482E 1 | |
I user-bjko userclorenz user-felix
working working working
o 1 10 1T T 1PB o 16 1006 T T 1PB O 16 1006 T GoT  1PB
ctrl> | ctrl> ctrl>

0004760EDB989891BD4774
xreemfs

working
O R TR
otrl> |

Leose | (15~

A distributed, replicated POSIX
file system for wide area
networks

Mountable on any Linux machine
Secure (X.509 and SSL-based)
Easy to set up and maintain
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= A Grid file system providing users with a global view
of their files

= Posix interface

= Efficient location-independent access to data in a Grid
» Grid users from multiple VO
» Data storage in different administrative domains

= Autonomous data management with self-organized
replication and distribution

= Consistent data sharing

I ] B T ——— - 1
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Traditional Grid Data Management
metadata Metadata and
AN CEEY Client with local file system
tri file locati
retrieve file location @ A
. User
<qdownload file 3 [ Application
( datap
contents data p» >
4
access access access
demon demon demon

=

)@,

=SS
=

Storage Resources

=]




XtreemO_S_,A Object-based Fi
Enablinéyn{;ll'nux \H/ L

for the

Block-based File Systems

= Unit of distribution are disk blocks

= File system addresses blocks over the network

= Metadata and block-management at central server

Object-based File Systems
= Storage devices can be more intelligent today
= Split file in parts and distribute & address them

= Only metadata at server, block management by
storage devices

I T —— . |8
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metadata

Metadata Server

/W clientg

contents 10110101110110101
01001111001010111

10101110010101001 2
10001001001110010

B < open('README.txt','r")
README.txt &)
1365 bytes

object

<« parallel read )
data p>

=]
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several available ...

- Enabling Linux
for the Grid

« Lustre (Open-Sourcej
« Panasas ActiveStore (commercial)

« Ceph (Research, Open-Source])

common properties:
. parallel designs for high-performance LAN access
« centralized, one data center, one organization

o control over failures of hardware

o O T .
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Tradi

» Traditional Grid data management:
Simple access to heterogeneous storage resources, but ...

* in general, whole files have to be transferred and stored
locally
= high latency to first access
= potential waste of network and storage resources
= |ocal access might be slower than network access
* no automatic replica consistency

= usually restriction to write-once usage patterns: download of
input files, upload of output files

= no access control on downloaded copies

] T - I
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] el
metadata Metadata Server gclient
README.txt metadata operations, ) User User .
1365 bytes gzﬁgtr:;:taig':”s- Process || Process | Process
W (e.g. open, rename) | |
el o1001111001020111 Linux VFS
10%1001[110010 FUSE
4 } { L Access Layer (AL)
file replicd’ file replita
(non-striped) (striped)
object . .
- = XtreemFS: an object-based file
system
= MRC maintains metadata
0SD
parallel read/write J = OSDs store file content
= Client (Access Layer) provides client
dCCesSS

] T -
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MRC
e

< volume %/

[ ar

filej fiIeT - hame
- timestamps

- owner/group/ACL
- content locations
- size

5854

"« partitioning

extended attributes

\ //

=]

I

- split up volume (DB) into
smaller parts

. replication

- primary/secondary with fail-
over

- granularity: volumes / volume
partitions
volume

MRC A m MRC C

"

MRC B MRC D
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~ Enabling Linux
for the Grid

= Replication
= OSD locations of replicas are part of the file metadata
» replica consistency is ensured by XtreemFS OSDs

» current state: read-only file replication in development, will be
released with version 1.0 (early 2009)

Object Storage
Devices (OSDs)

2. update

elected
master

R 1.write gXt_reemFS
replicated Client
on 3 OSDS

D

FOO.txt

2. update

] T -
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replicatioh of files
« read/write replication

fully transparent to client

« Qguarantees sequential consistency

primary/secondary approach with fault-tolerant lease
negotiation

consistency coordination

. currently at object level

« synchronous, asynchronous or on-demand




synchronous

« writing: acknowledge after
all updates have been
acknowledged

. reading: on any replica

D ) A A A, .



asynchronous

. writing: acknowledge when
performed locally

. reading: check and fetch
latest data

D ) A A A, .
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for the Grid

on-demand

. writing: acknowledge when
performed locally, do not
disseminate updates

. reading: check and fetch
latest data

I ) T . .
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i [

" Strl pl n g metadata gﬂ:tt;c(i)zt? h;\g% )Replica
= MRC stores a per-file :I metadata aperatons
list of OSDs
QXt_reemFS
Client

= parallel data transfer
from/to multiple OSDs [ | A5e

largefile.bin
121365 bytes

ééig‘l’ég})g 11100101000101000010
= current state: = ——
" 101101011

1011010111011010101

101101010

RAI D_O S u p po rted é}},gg}g},}, 11100101101010100001
Objects parallel data transfer

(release 0.9.0) Object Storage

file content Devices (OSDs)

] T -
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= Features (current release 0.9.0)
= POSIX-compliant interface and semantics ¢/
= Access control via POSIX permissions and POSIX ACLs ¢/
= X.509-based authentication, SSL encryption ¢/
= Master-slave replication of metadata v/
= Extended metadata v/
= Plug-in architecture for user-defined policies ¢/

= Monitoring and management tools v/

] T -
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Q client node (trusted)

User
Proc%ss
file syste
le sy a’ﬂ l.
Linux VFS
WP2,1
FUSE Masrer
FUSE aperation retrieve mapping of local
+ local POSIX UID/GID == GUI|D/GGID
POSIX UID/GID
. XtreemFS call with :
XtreemFsS client GUID and GGIDs J
process{AL
Metadata Server 1

mutual aythe ticatuon usin
§-§erv‘i'ce HEn g_

I ) ) T .
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Protocol -
o HTTP (with JSON encoding for RPCs)

MRC, OSD, Directory Service
. staged server implementation (non-blocking 1/O}
. Java (~40.000 LOC) + BerkeleyDB (MRC)

File System Client
. FUSE-based implementation (for now)
« C(~13.000 LOC)

o O T .
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= Objective
» Simplify data exchange and consistency maintenance in Grid
applications

= 0SS

* Provide storage for volatile objects
» Unstructured storage: applications may store anything in objects
= Scalability: many nodes can allocate and free any number of objects

= Consistency: application can choose between different consistency
models

= Offer familiar memory management interface
» |ntegrate neatly with Linux

] T -



= Features

= Transactional memory

= Several memory operatins bundled in a TA (ACID
properties)

= Scalability

» P2P techniques, weakly consistent object, multiple
consistency domains, pipelined TA

] T -
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= XtreemOS project

= XtreemOS vision

= VO & security management
= Demo VO & security

= Job Management

= Data management

* Demo user session

= Infrastructure for scalable & highly available services
= XtreemOS API

= XtreemOS flavours

= Concluding remarks
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_Enabling Linux
for the Grid

= XtreemOS project

= XtreemOS vision

= VO & security management
= Demo VO & security

= Job Management

= Data management

= Demo user session

» Infrastructure for scalable & highly available services
= XtreemOS API

= XtreemOS flavours

= Concluding remarks

] T -
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= Three kinds of services:

= Services to store/query structured data
» Resource Selection Service
= Application Directory Service

= Services to communicate in a scalable fashion
» Publish-subscribe

= Services to (partially) hide the effects of scale
» Hide resource distribution: distributed servers
» Hide resource failures: virtual nodes

= Main challenge: scalability!

] T -
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= Resource Selection Service (RSS)
= A new P2P overlay to select resources from properties
* No delegation: each node represents itself in the overlay

= Application Directory Service (ADS)

= Support for dynamic information and data lifespan

= Publish/subscribe
» DHT-based structure for scalability
» Unique feature: transactional guarantees
= Virtual nodes (VN)
* Transparent replication of Java-based services
= Dynamic choice of replication protocol
= Distributed servers (DS)
* Transparent client handoff even in case of node failure

] [E e s s i R
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= Services offered to applications
= Services used by XtreemOS system services

» RSS & ADS used by AEM
* Pub/Sub, ADS to be used by XtreemFS

= VN and DS to be used for critical components of
AEM/XtreemOS/VO-Security services

] T -
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= XtreemOS project

= XtreemOS vision

= VO & security management
= Demo VO & security

= Job Management

= Data management

= Demo user session

= Infrastructure for scalable & highly available services
= XtreemOS API

= XtreemOS flavours

= Concluding remarks
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Wide range of applications...
» Grid aware distributed applications
» Grid unaware (legacy) applications executed in a Grid

f 8 [J [; ’) [J &0 & &
a\s &8 A S8NE8 AN & & 5/] &

= .. in different domains

= E-business
= Services...

= Scientific applications

... XtreemOS is an OS!

=]
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= Linux applications should run with little (no) modifications
= Grid applications should run with little (no) modifications

= XtreemOS functionality must be provided to applications

] T -
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Linux

applications

\/

Grid

applications

SAGA API

XtreemOS

POSIX

gLite,

Globus, ...




_____________________________________________________

_________________________________________

$S990.d uoneoijddy

SAGA API Packages (managed by| Engine’) XOSAGA
y
Jobs Files RPC -
P N
~ Service Adaptors _~ |
. . v N
|=IIes(Iocal) FIIe?GIobus Flleg(treemF S)
Linux | Middleware | XtreemOS | SPI (various) g
y \ Y <.
libc GridFTP XtreemFS “es Q
»

] e T -
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= XtreemOS project

= XtreemOS vision

= VO & security management
= Demo VO & security

= Job Management

= Data management

= Demo user session

= Infrastructure for scalable & highly available services
= XtreemOS API

= XtreemOS flavours

= Concluding remarks
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Enabling Linux
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XtreemOS API (based on SAGA & Posix) )

Infrastructure for highly available & scalable services

Linux SSI + VO support .

= Based on LinuxSSI foundation layer

* Linux based Single System Image cluster OS
= [llusion of a powerful SMP machine running Linux
» |Leverage Kerrighed full SSI
» Posix compliant interface validated by successfully running the

standard Linux Test Suite
“)@Kerfl "\ed

Linux clusters made easy

] T -
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= SSI
* Virtual SMP

» | egacy applications executed
without any modification or
recompilation

= Standard OS interface

Application’ Application’

os || *° 0S

Application

OS Kerrighed

Application ’

OS
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= Ease of use for non expert users

» Standard Linux commands
» Interactive use of a cluster (without a batch)

» Execution of unmodified legacy applications
* Including parallel applications based on the shared memory model

= Ease of management

= Single instance of the OS for the whole cluster

» Hot node addition or eviction without stopping the whole cluster
= Unique Features

» kDFS distributed/parallel file system for efficient data accesses
exploiting compute node storage

= Framework for customized load balancing & scheduling policies
= Built-in efficient checkpoint/recovery mechanisms

o e T -
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A

Y Tottiau@par & ' : [udd / % W HEER

15:11:57 up 4 min, 1 user, load average: 0.00g% 04, 0,01 USR/ZNICE/ZSYS/ 15:12:32 ¢b min, 4 user, load average: 0,08, 0,13, O§0O1 USR/ZNICE/ZSYS/
75 processamtmmtdmGlecping, 1 running, 0 zonk 0 stopped B 75 processtammddm@ldeping, 1 running, 0 zombie, 0 stopped

CPU g#fites: 0,0% useh 0, 8% _oLigieny 0.0% nice, 99.2% jfile CPUC 0% CPU g#fites 1.3 ush 3.0% system, 0.0% nice, 958% Ndle \
Mem: 256072K total >4 (2K used, 222600K free, 28K buffers USED+SHAR/BUFF /7! Mem: 1028288K flotal 134540K used, 889748K free, 2840K bufferg 04

Swap:  P0ARGieeeeET OK used, 216836K free, 12996K cached _: Swap: OEEA T OK used, 899472K free, 51884K cached ISR/NICE/SYS/

il HEM 32r|
PID USER PRI NI SIZE RSS SHARE STAT %CPU %MEM  TIfe COMMAND IN/OUT/ PID USIR ¢ PRI __NI__SIZE_ RSS SHARE STAT %CPU _%MEM [ TIN: COMMAND) (nzl
rlo = 15 0 10 . 0.9 0 0 top 3 rAott P 15 0 1 102 30 ] 4.7 0:@ top
0 / 0.0 t NET 05K 1 : ) G4 0.0 : it USR/NICE/SYS/
.

READ/HRITEZ Z t s 0 0.0
t 1 1 0 0 0.0 0.0 0:W0 k s 0%
|V | + oot - 0 0 0.0 ¢ c UNRZNICE/SYS/

15:11:54 up 4 min, 1 user, load average: gg@¥0, 0,03, 0,00 0%
73 processeSimmfemsleeping, 1 running, 0 _gsfibie, 0 stopped

CPU gp#tes: 0,47 USH 1.0%_sipieeil; 0.0% nice, 98.6% idle

Mem: 256072K total, 924K used, 223148K free, 724K buffers USED+SHAR/BUEY/!
Swap: TR 0K used, 216836K free, 13020K cached

USED+SHAR/BUFF/

HEH 131H
N/0UT/

321
D USER PRI NI SIZE RSS SHARE STAT %CPU %MEM  TIME COMMAND] IN/0UT/
1 1 0 ] t
1 t 0 : ] NET = 05K
0 0 0 READZIRITE/

NET 102 .
READ/HRITE/

) 10 L0 WO WO L0 W0 W0 WO 0

s, o

15:11:56 up 5 min, 1 user, load average: 0,00 #03, 0,00 WORZMICE/SYS/

74 procesgese 22 sleeping, 1 running, 0 zom 0 stopped —_—
CPU gpees: 0,27 Use 1.8% suciguy 0.0% nice, 98.1%4 idle ¢ 0%

Mem: 256072K total, PPOCIAK used, 223188K free, 748K buffers [§ USED+SHAR/BUFF/ /
Swap: 222000 totnTH OK used, 232900K free, 12896K cached

3H
PID USER PRI NI SIZE RSS SHARE STAT 4CPU %MEM _ TIME COMMAND IN/OUT/
164344 rlo 17 0 1020 A 0.7 0 0:00 to

3 ttiau 0 0.7 0.4 0:00 to
0 484 3 0 : g 105K
0 0 READ/HRITE/
0 0
0

7
15:11:58 up 5 min, 1 user, load average: 0 45857 0.04, 0,00 USR7Iomi
76 processes: 75 sleeping, 1 running, 0 zgpfe, 0 stopped =
CPU g3®CS? 0,67 Uug, 1.4% susiee 0.0% nice, 98,0% idle 0%
Mem: 256072K total, SN2 used, 220580K free, 740K buffers USED+SHAR/BUFF /1 7
Swap: R 00 et il OK used, 232900K free, 12884K cached
34n
TIME COMMAND IN/OUTZ
( )

_USER PRI NI

RSS SHARE STAT %CPU_ %MEM
r tia 19 308 R 0 0.

0.4
05K
READ/HRITE/

Standard Linux

-b ~ .

Linux/Kerrighed
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= Set of distributed services for global resource
management

* Implemented by a set of patches to the Linux kernel &
kernel modules

Global Scheduler

EPM

FAF Ghost Proc

Linux (with TIPC)
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= Objectives

* [ntegration of XtreemQOS services in mobile Linux OS
enabling grid operation in an efficient and transparent
way .

» Targets
= Grid aware use cases
= Grid users on the move

» Grid-transparent use cases

= Services given through a Grid infrastructure without the end
users knowing it (Mobile Linux integrators)

» Portability

] T -



User

\

\

\

Kernel Space

Applications

User Space

NEVE!

Console

Grid-aware Grid-aware Grid-aware
Applications Applications Applications

Patched
OpenSSH

XtreemOS
PAM Module

XtreemOS
NSS Module

NSS Mobility
components

Key -
FUSE || Retention Mobility

System

Modules

Hardware (CPU, RAM, LCD, NAND, network hw...)

Mobile Linux
components

XtreemOS-F
components

]
- XtreemOS-G

components

sppicatons
]

Grid-aware
applications

*
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= XtreemOS project

= XtreemOS vision

= VO & security management
= Demo VO & security

= Job Management

= Data management

= Demo user session

= Infrastructure for scalable & highly available services
= XtreemOS API

= XtreemOS flavours

* Concluding remarks




= First public release of XtreemOS software (open source)
= Fall 2008
* Mandriva & RedFlag Linux distributions
» http://www.xtreemos.eu & sf.net

= Demonstrations

= SC ‘08, Austin, USA, November 16-20, 2008 (XtreemOS booth
#3019)

= |[CT’08, Lyon, France, November 25-27, 2008

= Contributions welcome
= Beta-testers, developers

o e T -
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= XtreemOS
= [SORC 2007 paper
= Vision paper (XtreemQOS technical report #4)

= Architecture deliverable D3.1.4 (updated version by the
end of December 2008)

» VO & Security

» D3.5.x (VO & security services)
» D2.1.x (VO support in Linux)
* |[EEE Internet 2008 paper

] T -



= AEM

» D3.3.x deliverables

= PDCAT 2008 paper on Grid checkpointer
XtreemFS & OSS

» D3.4.x deliverables

= HPDC 2008 paper on XtreemFS
Infrastructure for scalable & highly available services

» D3.2.x deliverables
XtreemOS API

= D3.1.x deliverables

= SAGA (see OGF documents)

] T -



= Cluster flavour

» D2.2.x deliverables
= Europar 2008 paper on kDFS
= XtreemOS technical report on customizable scheduler

= Kerrighed
» http://www.irisa.fr/paris for scientific papers

= http://www .kerrighed.org for software & technical
documentation

= Mobile device flavour
= D2.3.x & D3.6.x deliverables

o e T -
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= [nformation
* http://www.xtreemos.eu

= Contact
* info@xtreemos.eu

= Teachers
» Christine.Morin@inria.fr
» Sylvain.Jeuland@inria.fr
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